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Let's assume we have a simplicial map on a compact polyhedron, with $L(f) \neq 0$.

Then there is a nonzero trace $f_{* q}$, and so there is a simplex $s$ with $f_{q}(s)=s$.

But $s$ is topologically a $q$-disc, and so there is a fixed point in $s$ by Brouwer.
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The index depends on the slope as $f$ passes through $\Delta$.
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$$
M F(f)=\min \left\{\# \operatorname{Fix}\left(f^{\prime}\right) \mid f^{\prime} \simeq f\right\}
$$

This is much harder, and this is what Nielsen Theory is about.

Nielsen's idea (for torus homeomorphisms in 1913, surfaces in 1927, about 85 years ago): group the fixed points into classes.

The classes are meant to group those fixed points which can be combined by homotopies. The number of such classes will be a lower bound for the minimal number of fixed points.

The basic theory of fixed point classes is from Nielsen (1927)

The basic theory of fixed point classes is from Nielsen (1927), much formalization and basic properties proved by Reidemeister \& Wecken (1930s \& 1940s).

The basic theory of fixed point classes is from Nielsen (1927), much formalization and basic properties proved by Reidemeister \& Wecken (1930s \& 1940s).

Let $\widetilde{X}$ be the universal covering space with projection $p: \widetilde{X} \rightarrow X$, and consider the fixed point sets of the liftings of $f$.

The basic theory of fixed point classes is from Nielsen (1927), much formalization and basic properties proved by Reidemeister \& Wecken (1930s \& 1940s).

Let $\widetilde{X}$ be the universal covering space with projection $p: \widetilde{X} \rightarrow X$, and consider the fixed point sets of the liftings of $f$.

If we choose a "reference lift" $\tilde{f}$, then any other lift is $\gamma \tilde{f}$ for various $\gamma \in \pi=\pi_{1}(X)$.

The basic theory of fixed point classes is from Nielsen (1927), much formalization and basic properties proved by Reidemeister \& Wecken (1930s \& 1940s).

Let $\widetilde{X}$ be the universal covering space with projection $p: \widetilde{X} \rightarrow X$, and consider the fixed point sets of the liftings of $f$.

If we choose a "reference lift" $\tilde{f}$, then any other lift is $\gamma \tilde{f}$ for various $\gamma \in \pi=\pi_{1}(X)$.

It's easy to show that

$$
\operatorname{Fix}(f)=\bigcup_{\gamma \in \pi} p(\operatorname{Fix}(\gamma \tilde{f}))
$$

The basic theory of fixed point classes is from Nielsen (1927), much formalization and basic properties proved by Reidemeister \& Wecken (1930s \& 1940s).

Let $\widetilde{X}$ be the universal covering space with projection $p: \widetilde{X} \rightarrow X$, and consider the fixed point sets of the liftings of $f$.

If we choose a "reference lift" $\tilde{f}$, then any other lift is $\gamma \tilde{f}$ for various $\gamma \in \pi=\pi_{1}(X)$.

It's easy to show that

$$
\operatorname{Fix}(f)=\bigcup_{\gamma \in \pi} p(\operatorname{Fix}(\gamma \tilde{f}))
$$

These sets in the union are the fixed point classes.

So $x, y \in \operatorname{Fix}(f)$ are in the same fixed point class (or Nielsen class) when they both come from fixed points of the same lifting.

So $x, y \in \operatorname{Fix}(f)$ are in the same fixed point class (or Nielsen class) when they both come from fixed points of the same lifting.

Nielsen saw that this is a necessary condition for fixed points to be combined by a homotopy.

An equivalent definition of the fixed point classes, also by Nielsen:

An equivalent definition of the fixed point classes, also by Nielsen:
$x, y$ are in the same Nielsen class if and only if there is a path $\alpha$ from $x$ to $y$ with $\alpha \simeq f(\alpha)$.

An equivalent definition of the fixed point classes, also by Nielsen:
$x, y$ are in the same Nielsen class if and only if there is a path $\alpha$ from $x$ to $y$ with $\alpha \simeq f(\alpha)$.


An equivalent definition of the fixed point classes, also by Nielsen:
$x, y$ are in the same Nielsen class if and only if there is a path $\alpha$ from $x$ to $y$ with $\alpha \simeq f(\alpha)$.


An equivalent definition of the fixed point classes, also by Nielsen:
$x, y$ are in the same Nielsen class if and only if there is a path $\alpha$ from $x$ to $y$ with $\alpha \simeq f(\alpha)$.


Pretty clear that this is necessary for $x$ and $y$ to be combined.
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Actually some sets $\operatorname{Fix}(\gamma \widetilde{f})$ may be empty, so really there's an inclusion:
$\{$ Fixed point classes $\} \hookrightarrow\{$ Reidemeister classes $\}$
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Lots of these become easier if we assume $f_{\#}$ is a group isomorphism.
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A Nielsen class is called essential if its total fixed point index sum is nonzero. These ones cannot be made empty by homotopies.

The number of essential fixed point classes is called the Nielsen number $N(f)$.

Automatically
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N(f) \leq M F(f)
$$
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Since $N(f)$ is homotopy invariant, the only relevant information is the degree of our selfmap.

Any degree $d$ map can be changed by homotopy to $f(z)=z^{d}$, which has $|1-d|$ fixed points.

These fixed points each have the same index $\pm 1$, so $L(f)= \pm(1-d)$

## What about the Reidemeister classes?

## What about the Reidemeister classes?

For the circle, $\pi_{1}=\mathbb{Z}$.

## What about the Reidemeister classes?

For the circle, $\pi_{1}=\mathbb{Z}$. When are two numbers twisted-conjugate?

What about the Reidemeister classes?

For the circle, $\pi_{1}=\mathbb{Z}$. When are two numbers twisted-conjugate?

For $x, y \in \mathbb{Z}$, we have $[x]=[y]$ iff there is some $z$ with

$$
x=-z+y+f_{\#}(z)
$$

What about the Reidemeister classes?

For the circle, $\pi_{1}=\mathbb{Z}$. When are two numbers twisted-conjugate?

For $x, y \in \mathbb{Z}$, we have $[x]=[y]$ iff there is some $z$ with

$$
x=-z+y+f_{\#}(z)=-z+y+d z
$$

What about the Reidemeister classes?

For the circle, $\pi_{1}=\mathbb{Z}$. When are two numbers twisted-conjugate?

For $x, y \in \mathbb{Z}$, we have $[x]=[y]$ iff there is some $z$ with

$$
x=-z+y+f_{\#}(z)=-z+y+d z=y-(1-d) z
$$

## What about the Reidemeister classes?

For the circle, $\pi_{1}=\mathbb{Z}$. When are two numbers twisted-conjugate?

For $x, y \in \mathbb{Z}$, we have $[x]=[y]$ iff there is some $z$ with

$$
x=-z+y+f_{\#}(z)=-z+y+d z=y-(1-d) z
$$

So $[x]=[y]$ iff $x=y \bmod (1-d)$.

What about the Reidemeister classes?

For the circle, $\pi_{1}=\mathbb{Z}$. When are two numbers twisted-conjugate?

For $x, y \in \mathbb{Z}$, we have $[x]=[y]$ iff there is some $z$ with

$$
x=-z+y+f_{\#}(z)=-z+y+d z=y-(1-d) z
$$

So $[x]=[y]$ iff $x=y \bmod (1-d)$.

So $\mathcal{R}(f)=\mathbb{Z}_{|1-d|}$.
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Recall we had $|1-d|$ fixed points of the same index, and it's easy to show that they all have different Reidemeister classes.

So we have $N(f)=|1-d|$, and also $M F(f)=|1-d|$ since $f(z)=z^{d}$ has $|1-d|$ fixed points.

So the Nielsen theory of the circle is easy.
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Nilmanifolds allow a similar linearization of maps, and good formulas for Nielsen theory result. (Anosov, Fadell \& Husseini 1985)
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$$
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Brown (1967) looked at this setting. When is there a product formula like
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For cartesian products, this "naive product formula" was already known for a long time for $L(f)$ and $\operatorname{ind}(f, x)$. Easy to do it for $N(f)$.

For general fibrations, the product formula is not always satisfied.

In 1981 You gave necessary and sufficient conditions for the formula to hold.

The conditions are a bit complicated, but fibrations over tori behave very nicely.

See Heath's talk for more on fiber (fibre) methods.
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Surfaces have been a major topic. (Hart mini-lecture, Gonçalves later today)

The geometrization theorem has allowed new techniques on 3-manifolds according to their geometries. (Wong, later today)
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This is true for a large class of spaces called Jiang spaces, which include:

- Lie groups, topological groups, H-spaces
- generalized lens spaces
- simply connected spaces
- quotients of Lie groups by finite subgroups

Unfortunately Jiang spaces all have $\pi_{1}$ abelian.
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For some spaces this is known to be impossible.

Any space such that $\pi_{1}$ has $R_{\infty}$ property cannot be a weakly Jiang space. (This isn't quite true)
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In an example, this $R T(\widetilde{f})$ would look something like:

$$
R T(\tilde{f})=2[\gamma]-3[\sigma]+1[e]
$$

Which indicates the fixed point class with Reidemeister class $[\gamma]$ has index sum 2, the one with Reidemeister class $[\sigma$ ] has index sum -3 , the one with class [e] has index sum 1 , and all others have index 0 .

Thus $L(f)=2-3+1=0$, and $N(f)=3$.

In general, the sum of the coefficients in $R(\widetilde{f})$ is $L(f)$, and the number of nonzero terms is $N(f)$.

The trace formula often makes this easily computable. (except for the $\rho$ part)

## Let's talk about

$$
N(f) \leq M F(f)
$$

Let's talk about

$$
N(f) \leq M F(f)
$$

When are they equal?

Let's talk about

$$
N(f) \leq M F(f)
$$

When are they equal?

Nielsen's original setting (1920s) was surfaces homeomorphisms, in which it's not clear if they are always equal

Let's talk about

$$
N(f) \leq M F(f)
$$

When are they equal?

Nielsen's original setting (1920s) was surfaces homeomorphisms, in which it's not clear if they are always equal, though Nielsen seems to have believed that they were.

Let's talk about

$$
N(f) \leq M F(f)
$$

When are they equal?

Nielsen's original setting (1920s) was surfaces homeomorphisms, in which it's not clear if they are always equal, though Nielsen seems to have believed that they were.

Wecken showed (1940s) that $N(f)=M F(f)$ for compact manifolds of dimension $\neq 2$.

Let's talk about

$$
N(f) \leq M F(f)
$$

When are they equal?

Nielsen's original setting (1920s) was surfaces homeomorphisms, in which it's not clear if they are always equal, though Nielsen seems to have believed that they were.

Wecken showed (1940s) that $N(f)=M F(f)$ for compact manifolds of dimension $\neq 2$.

This is called the Wecken Theorem.

Let's talk about

$$
N(f) \leq M F(f)
$$

When are they equal?

Nielsen's original setting (1920s) was surfaces homeomorphisms, in which it's not clear if they are always equal, though Nielsen seems to have believed that they were.

Wecken showed (1940s) that $N(f)=M F(f)$ for compact manifolds of dimension $\neq 2$.

This is called the Wecken Theorem.

Dimension 1 is easy,

Let's talk about

$$
N(f) \leq M F(f)
$$

When are they equal?
Nielsen's original setting (1920s) was surfaces homeomorphisms, in which it's not clear if they are always equal, though Nielsen seems to have believed that they were.

Wecken showed (1940s) that $N(f)=M F(f)$ for compact manifolds of dimension $\neq 2$.

This is called the Wecken Theorem.

Dimension 1 is easy, for dimension $\geq 3$ there is enough "room" to deform $f(X)$ so that it intersects the diagonal $\Delta$ once for each essential class.
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Let's use the pants surface $P$, and the homotopy itself is a map on $P \times[0,1]$.
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Surface braid groups have finite presentations with relators like in the classical braid groups, plus some relators depending on the topology of the surface.

Jiang shows that in his example, removing the two fixed points would require an algebraic formula to hold in the surface braid group.

Then he proves using the relations that this would be impossible.
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## Braid groups now play a big role in Nielsen theory (Ferrario's talk)

Jiang showed that his example can be embedded to make non-Wecken maps on any surface of negative Euler characteristic.

Several people asked whether $N(f)$ can be arbitrarily distant from $M F(f)$. Kelly showed that the difference can be arbitrarily large for any hyperbolic surface.
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Some related questions:

- If we choose a surface selfmap "at random", is it likely that $N(f)=M F(f)$ ? (S.W. Kim's talk)
- If $X$ is a smooth manifold, can $N(f)=M F(f)$ be realized by a smooth map? (Jezierski's talk)

By the way, the role of smoothness is another theme in several people's work.

Does it matter when we restrict to smooth maps? (for the original map, or the intermediate maps in a homotopy, etc)

Sometimes it does, sometimes it doesn't. (Khamsemanan's talk)

That's all for now!

