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## Hadwiger's Theorem:

If $v$ is a measure of bigness for sets in $\mathbb{R}^{n}$, then $v$ must have the form $\ldots$



A graph of jokes per slide.
every possible type of measure of "bigness" for subsets in space
every possible type of measure of "bigness" for subsets in space
"measure of bigness for subsets in space" means a function $v$ which assigns a real number "size" to a subset of $\mathbb{R}^{n}$
every possible type of measure of "bigness" for subsets in space
"measure of bigness for subsets in space" means a function $v$ which assigns a real number "size" to a subset of $\mathbb{R}^{n}$

Such a function should obey three properties:
every possible type of measure of "bigness" for subsets in space
"measure of bigness for subsets in space" means a function $v$ which assigns a real number "size" to a subset of $\mathbb{R}^{n}$

Such a function should obey three properties:

- Rigid-motion invariant The size never changes if you translate or rotate the set
"measure of bigness for subsets in space" means a function $v$ which assigns a real number "size" to a subset of $\mathbb{R}^{n}$

Such a function should obey three properties:

- Rigid-motion invariant The size never changes if you translate or rotate the set
- Continuity The size changes a little bit if we change the set a little bit
"measure of bigness for subsets in space" means a function $v$ which assigns a real number "size" to a subset of $\mathbb{R}^{n}$

Such a function should obey three properties:

- Rigid-motion invariant The size never changes if you translate or rotate the set
- Continuity The size changes a little bit if we change the set a little bit
- Valuation $v(\emptyset)=0$ and

$$
v(A \cup B)=v(A)+v(B)-v(A \cap B)
$$

"measure of bigness for subsets in space" means a function $v$ which assigns a real number "size" to a subset of $\mathbb{R}^{n}$

Such a function should obey three properties:

- Rigid-motion invariant The size never changes if you translate or rotate the set
- Continuity The size changes a little bit if we change the set a little bit
- Valuation $v(\emptyset)=0$ and

$$
v(A \cup B)=v(A)+v(B)-v(A \cap B)
$$

"inclusion-exclusion"

## $v(A \cup B)=v(A)+v(B)-v(A \cap B)$
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Split it into subsets $A$ and $B$.
Then this says:
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The area is one such function, but there are many others.
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Moral: volume and area of "pathological" sets don't add up the way we expect.

To disallow this kind of pathological behavior, we will require our subsets to be closed and "polyconvex".

To disallow this kind of pathological behavior, we will require our subsets to be closed and "polyconvex".

A set is convex when the straight line connecting any two points in the set lies entirely in the set.

To disallow this kind of pathological behavior, we will require our subsets to be closed and "polyconvex".

A set is convex when the straight line connecting any two points in the set lies entirely in the set.

Polyconvex means any finite union of convex sets.

To disallow this kind of pathological behavior, we will require our subsets to be closed and "polyconvex".

A set is convex when the straight line connecting any two points in the set lies entirely in the set.

Polyconvex means any finite union of convex sets.

Any polygonal-type shape is polyconvex,

To disallow this kind of pathological behavior, we will require our subsets to be closed and "polyconvex".

A set is convex when the straight line connecting any two points in the set lies entirely in the set.

Polyconvex means any finite union of convex sets.

Any polygonal-type shape is polyconvex, and any "ordinary" shape you can think of is arbitrarily close to a polyconvex set.

To disallow this kind of pathological behavior, we will require our subsets to be closed and "polyconvex".
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Polyconvex means any finite union of convex sets.

Any polygonal-type shape is polyconvex, and any "ordinary" shape you can think of is arbitrarily close to a polyconvex set.

Our continuity assumption is actually "continuity on convex sets"
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Really stupid answer: zero
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So there are infinitely many of them, but we can still try to find a basis for the space.
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Not convex, so break it up.

$$
\begin{array}{r}
\chi(\square)= \\
\quad \chi(\bigcirc)+\chi(\bigcirc)+\chi(\bigcirc)+\chi(\bigcirc) \\
=\quad-\chi(/)-\chi(\backslash)-\chi(/)-\chi(\backslash) \\
=1+1+1+1-1-1-1-1=0
\end{array}
$$
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Make a triangulation. Decompose the space as faces, edges, vertices.
Then $\chi$ is:

$$
\text { (\#faces) }-(\# \text { edges })+(\# \text { vertices })
$$
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where $\chi$ is the Euler characteristic, $v_{1}$ is the perimeter, $v_{2}$ is the surface area, $v_{3}$ is the volume, and $c_{i}$ are constants.
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If your invariant is going to be a $\mathbb{R}$-valued valuation, it must be the Euler characteristic.
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- Why it's true
- Real-world applications
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By invariance, any square of area 1 will have value $v(S)=c$.
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Already it's starting to look like $v$ is always just $c$ times the area, but we showed it only for rectangles.
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For a shape like this, still $v$ must be $c$ times the actual area.
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It will because $v$ is continuous!
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The value on the square dictates exactly what the value must be on any rectangles, and this dictates the value on any curvy area.

So any dimension 2 measurement which can be "broken down" additively must actually be the area (times a constant).
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What I'm about to say is mostly true.
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One is "curvature energy of a membrane".

Given a flexible flat membrane (zero or uniform thickness), how much energy is required to bend it?

This will depend on what the membrane is made of, its temperature, etc.

Let's ignore all that- assume constant temperature, etc. We care only about the shape of it.
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Actually we have no idea.
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Beyond just the area, it probably depends somehow on the shape.
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They have the same area, but they're different shapes.
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So we expect the curvature energy to depend on the shape, probably in a very complicated way.
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It is obviously continuous and invariant.

So by Hadwiger's theorem the curvature energy must have this form:

$$
E(X)=c_{1} \chi(X)+c_{2} P(X)+c_{3} A(x)
$$

where $\chi$ is the Euler characteristic, $P$ is the perimeter, and $A$ is the area.
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So by Hadwiger's theorem the curvature energy must have this form:

$$
E(X)=c_{1} \chi(X)+c_{2} P(X)+c_{3} A(x)
$$

where $\chi$ is the Euler characteristic, $P$ is the perimeter, and $A$ is the area.

This is a very simple formula for $E$ obtained purely mathematically! (no experiments necessary)

The only things we need to test experimentally are the constants.
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Probably not- same areas \& perimeters, but different Euler characteristic.

Is the curvature energy the same for these?


Probably not- same areas \& perimeters, but different Euler characteristic. (top is 0 , bottom is 1 )
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## How I came to this

I'm interested in the Euler characteristic, and there is another theorem by Watts, which looks just like Hadwiger's theorem in dimension 0.

## Theorem

(Hadwiger) The Euler characteristic $\chi$ is the unique function with:

- $\chi(A \cup B)=\chi(A)+\chi(B)-\chi(A \cap B)$
- When $X$ is convex, $\chi(X)=1$

Theorem
(Watts, 1962) The "reduced Euler characteristic" $\bar{\chi}=\chi-1$ is the unique function with:

- When $A \subseteq B, \bar{\chi}(B)=\bar{\chi}(A)-\bar{\chi}(B / A)$
- $\bar{\chi}\left(S^{0}\right)=1$
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From 1962 we have Watts's theorem about " $\chi$ is the unique function satisfying. . ."

We should try to prove the same thing about $L(f)$.

In 2004, Arkowitz \& Brown proved that $\bar{L}(f)$ is the unique function satisfying ..."

Also in 2004, Furi, Pera, \& Spadini proved another uniqueness theorem for $L(f)$.

I did some stuff with this too.

So when I saw Hadwiger's theorem, I knew immediately that it would give yet another theorem about $L(f)$.

So when I saw Hadwiger's theorem, I knew immediately that it would give yet another theorem about $L(f)$.

## Theorem

There is a unique function $\Lambda: N(X) \rightarrow \mathbb{R}$ satisfying:

- Let $A, B$ be subcomplexes of some common subdivision of $X$. Then $\Lambda(f, \emptyset)=0$, and

$$
\Lambda(f, A \cup B)=\Lambda(f, A)+\Lambda(f, B)-\Lambda(f, A \cap B)
$$

- Let $f$ be a Hopf simplicial map and $x$ be a simplex. If $x$ is not a maximal simplex we have $\Lambda(f, x)=0$, and if $x$ is a maximal simplex we have

$$
\Lambda(f, x)=(-1)^{\operatorname{dim} X} c(f, x)
$$

- $\Lambda(f, A)$ depends continuously on $f$.
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People in fixed point theory don't know about Hadwiger's theorem.

This is called: "low-hanging fruit"

Currently looking at higher dimensions.

## That's all!

