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Furi, Pera, \& Spadini (2004) Fixed point index for continuous maps on differentiable ( $C^{1}$ ) manifolds.

Arkowitz \& Brown (2004) Lefschetz number for continuous maps on compact polyhedra.
Based on axioms for $\chi(X)$ by Watts.
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Some also have the commutativity property.
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Replace $f$ by a simplicial approximation using the homotopy axiom

Previous theorem gets the uniqueness

Need to check that alternative homotopies don't change the value, but we already have the trace formula which is homotopy invariant.
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So our final result is:
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- (Continuity) ind $(f, U)$ depends continuously on $f \in X^{X}$
- (Additivity) If $\operatorname{Fix}(f) \cap U \subset U_{1} \sqcup U_{2}$, then

$$
\operatorname{ind}(f, U)=\operatorname{ind}\left(f, U_{1}\right)+\operatorname{ind}\left(f, U_{2}\right)
$$

- (Constant map) If $c$ is a constant map, then

$$
\operatorname{ind}(c, U)=1
$$

Not sure if this will work for the A\&B approach.

## Thanks!

